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A B S T R A C T

The practice of cultivating the soil, producing crops, and keeping livestock is referred to as farming. Agriculture
is critical to a country’s economic development. Nearly 58 percent of a country’s primary source of livelihood
is farming. Farmers till date had adopted conventional farming techniques. These techniques were not precise
thus reduced the productivity and consumed a lot of time. Precise farming helps to increase the productivity by
precisely determining the steps that needs to be practiced at its due season. Predicting the weather conditions,
analyzing the soil, recommending the crops for cultivation, determine the amount of fertilizers, pesticides that
need to be used are some elements of precision farming. Precise Farming uses advanced technologies such
as IOT, Data Mining, Data Analytics, Machine Learning to collect the data, train the systems and predict the
results. With the help of technologies Precise farming helps to reduce manual labor and increase productivity.
Farmers have been facing various challenges in these recent times, this includes crop failure due to less rainfall,
infertility of soil and so on. Due to the changes taking place in the environment the proposed work helps to
identify how to manage crops and harvest in a smart way. It guides an individual for smart farming. The aim
of this work is to help an individual cultivate crops efficiently and hence achieve high productivity at low
cost. It also helps to predict the total cost needed for cultivation. This would help an individual to pre-plan
the activities before cultivation resulting in an integrated solution in farming.
. Introduction

Agriculture, or farming as it is commonly known, is the practice of
rowing crops and raising cattle. It contributes greatly to a country’s
conomy. Many raw materials and food products are produced by
griculture. Raw materials such as cotton, jute is used by industries for
anufacturing various products that is used in day-to-day life. Agri-

ulture not only helps for food production but also produces resources
eeded for creating commercial products. Agriculture used traditional
echniques for cultivation of crops. Conventional or traditional farming
s mostly practiced all over the world. It involves techniques suggested
y experienced farmers. These techniques are not precise hence results
n hard labor and time consumption.

The application of digital technologies which includes robots, elec-
ronic devices, sensor and automation technologies is associated with
recision Agriculture. This technology aims to reduce workloads, in-
rease profitability and decision management. Precision agriculture
dditionally referred to as precision farming is a farming control system
hat provides a comprehensive approach to deal with the spatial and
emporal crop and soil variability to maximize profitability, optimize
ield, improve quality of production [1]. Precision Agriculture is an
fficient way to improvise the yield. On discussing about the adoption
ate of precision agriculture, the high value enterprise farms adoption

∗ Corresponding author.
E-mail addresses: harisen1234@yahoo.co.in (S.K.S. Durai), mary.20202dsc0001@presidencyuniversity.in (M.D. Shamili).

rate was more compared to low value enterprise farms. The adop-
tion rate of precision agriculture also depends on the country and
the geological locations. The adoption rate of Precision Agriculture
in mountain zone is less compared to farmers in the valley [2]. The
variation of adoption rate is due to the high investments needed. Hence
there needs a way to reduce cost on machines hence all farm-size can
adopt precision agriculture.

Precision agriculture is aided by advanced technologies such as IoT,
Data Mining, Artificial Intelligence, and Data Science. The Internet of
Things (IOT) is a network of interconnected computational things like
sensors and smart gadgets that can communicate with one another and
share data [3]. In agronomic applications, wireless sensor networks
are being used to remotely monitor ambient and soil characteristics
in order to predict crop health. Using WSN as a forecasting approach,
the watering schedule of agricultural fields can be predicted. Wireless
Sensor Networks acquire data from external variables such as pressure,
humidity, and temperature, as well as soil moisture, salinity, and
conductivity [4].

Machine learning makes agricultural applications incredibly effi-
cient and simple. Data acquisition, model building, and generalization
are the three stages of the machine learning process. The majority
of cases, machine learning algorithms are used to deal with complex
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problems when human competence is insufficient. Machine learning
may be used in agriculture to forecast soil parameters like organic
carbon and moisture content, as well as crop yield prediction, disease
and weed identification in crops, and species detection [5]. Traditional
machine learning is improved by Deep Learning by adding additional
complexity to the model and changing the input with various func-
tions that allow data representation in a hierarchical manner, through
multiple levels of abstraction, depending on the network architecture
employed. A significant benefit of Deep Learning is feature learning,
or indeed the automatic extraction of features from original data. The
ability to identify unknown things such as anomalies rather than just
a collection of existing items is a key aspect of the Deep learning
model, which uses the homogeneous properties of an agricultural field
to discover faraway, badly obstructed, and unknown objects [6].

Blockchain has swiftly become a key technology in a variety of
precision agriculture applications. The requirement for smart peer-to-
peer systems capable of verifying, securing, monitoring, and analyzing
agricultural data has prompted researchers to consider developing
blockchain-based IoT systems in precision agriculture. Blockchain plays
a critical role in transforming traditional methods of storing, sorting,
and distributing agricultural data into a digital format a way that is
more dependable, immutable, transparent, and decentralized. The com-
bination of the Internet of Things and blockchain in precision farming
results in a network of smart farms. More autonomy and flexibility are
attained as a result of this pairing [7].

The above-mentioned technologies such as IOT, Data Science, Ma-
chine Learning, Deep Learning, Blockchain deals mostly with data
which are very useful for understanding and providing great insights of
data. Hence, these advanced technologies are used in various agricul-
ture practices such as identifying the best crop for a particular location,
identifying factors that would destroy the crops such as weeds, insects
and crop diseases to obtain insights about the crop growth and help in
decision making.

Agriculture can be divided into 7 important steps that includes
Land Management, Soil Preparation, Water Monitoring, Identifying the
weeds, Pesticides Recommendation, identifying diseased crops, and
cost estimation. Land Management refers to the monitoring physical
features that includes weather conditions, geological characteristics.
This is important since there are variations in climatic conditions across
the globe which would affect the crops. Rainfall is an important aspect
of the earth’s climate, and its unpredictability has a direct impact on
agriculture, water management systems, and biological systems [8]. As
a result, tools that assist in predicting rainfall in advance are required
so that crop management can be simplified.

Soil is an essential component of agriculture. Rooting, moisture and
nutrient storage, mineral reserve, anchoring, and a variety of other
variables that affect plant growth are all determined by soil depth [9].
The initial step for Soil preparation is testing the soil. It involves
identifying the soil’s current nutrient levels and the suitable amount
of nutrients to be feed to a certain soil based on its fertility and crop
demands. The values from the soil test report are being used to catego-
rize a number of key soil parameters, notably Phosphorus, Potassium,
Nitrogen, Organic Carbon, Boron, as and soil ph [10]. Irrigation is
a type of agriculture that plays an important role in water and soil
conservation. Complicated data could be used to maintain irrigation
performance and consistency when assessing systems with respect to
water, soil, climate, and crop facts [11].

Weeds are plants that is grown where it is not needed. It includes
plants that are not intentionally sown. Weeds compete for water, nu-
trients, light, and space with agricultural plants, lowering crop yields.
Weeds can diminish the commercial worth of agricultural regions by
lowering the quality of farm products, causing irrigation water loss, and
making harvesting machinery harder to run. To control weeds, farmers
often spray homogeneous herbicide spraying throughout the field twice
or three times during the growth season. However, this method has
resulted in the uncontrolled use of large volumes of herbicides, which

is harmful to humans, non-target animals, and the environment [12].
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Plant diseases can have a devastating influence on food safety, as
well as a considerable loss in both the quality and quantity of agri-
cultural goods. Plant diseases can potentially prevent grain harvesting
entirely in severe circumstances. As a result, in the field of agricultural
information, computerized identification and diagnosis of plant dis-
eases is widely needed. Many approaches for doing this problem have
been offered, with deep learning emerging as the preferred method
because to its excellent performance [13].

Hence this work focuses on the steps involved in cultivation of crop.
It uses Deep Learning and Machine Learning algorithms to deliver so-
lutions to various challenges faced during cultivation. It mainly focuses
on recommending the crops based on weather parameters, suggesting
the nutrients requirements and specifying the Growing Degree Days.
It also helps in identifying the weeds and recommending herbicides
for the same. Many insects ruin the crops hence pesticides are rec-
ommended based on the insects that are present in the field. And
finally cost estimation is very much needed in these recent times. Crisis,
uncertainties would result in great loss. Hence forecasting the cost for
cultivating a crop is necessary to plan for future uncertain events. This
work specifies various costs in cultivation for future years.

2. Literature review

Crop growth is primarily influenced by the soil’s macronutrient and
trace mineral content of the soil. Soil being the broad representation
of several environmental factors including rainfall, humidity, sunlight,
temperature and soil ph. The use of a support vector machine and
decision tree algorithm to distinguish the type of crop based on mi-
cronutrients and meteorological characteristics has been presented as
an efficient means of predicting the crop. Three crops where selected
such as rice, wheat and sugarcane. Based on certain observations details
about micronutrients where been obtained. These details where feed
into the classifier model that in turn predicted the crop based on
the passed values. There are many Machine Learning algorithms that
works in a different manner. Hence selecting only two models will not
provide the required output. The accuracy score of SVM was greater
than decision tree algorithm with a sore of 92% [14]. In this work
best out of two algorithms is selected. But there are various algorithms
dedicated for classification tasks. There is a need for working on other
models such as K Neighbors classifier, Logistic Regression, Ensemble
classifiers. These algorithms are indeed applied in proposed research
work. The [14] predicts only a crop based on the values entered into
the SVM model. Data is most valuable. Hence more information can be
obtained apart from using them for prediction. The proposed research
work not only recommends the crops and also uses the data to obtain
various information that would provide a detailed view about the
predicted crops this includes specifying the Growing Degree Days such
as heat units, amount of heat needed for the crop growth and the
amount of nitrogen, phosphorous and potassium content need to be
supplied for the growth per 200 lb. fertilizer.

Machine Learning algorithms such as SVM and decision tree clas-
sifier was used [14] but in this work Machine Learning algorithms
such as Decision Tree, K Nearest Neighbor, Linear Regression model,
Neural Network, Naïve Bayes and Support Vector Machine was used
for recommending a crop to the user. It has provided an exposure to
other algorithms compared to [14]. Linear Regression model was used
to predict the production value against the climatic parameters such as
rainfall, temperature and humidity. The scores of all these algorithms
were below 90% [15]. This work was just a model implementation
using the dataset. Web interface needs to be implemented so that
even common people can use it efficiently. All the values need to be
provided manually for the model to predict the crop. The proposed
work helps in extracting temperature and humidity values using Web
Scraping. Hence manually entering the values are not needed. The
proposed work provides an interactive web interface where the user

specifies the average rainfall and soil Ph value. The temperature and
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humidity details are extracted automatically and feed into the best
model that includes 10 algorithms with hyper parameter tuning. The
proposed work tends to achieve an accuracy of 95.45% with hyper
parameter tuning the algorithms which was not included in [14]. The
predicted results along with certain information are displayed in the
web interface which makes the user to understand the results more
efficiently.

Base temperature of a given crop can be used to calculate the
GDD Growing Degree Days. The main aim of this study is to come
up with easy and mathematically acceptable formulas for calculating
GDD’s base temperature. Temperature data for snap beans, sweet corn,
and cowpea are used to propose, prove, and test mathematical for-
mulas. These new mathematical formulae, in comparison to earlier
approaches, can produce the base temperature quickly and correctly.
These formulas can be used to calculate the GDD base temperature
for every crop at any developmental stage [16]. This work provides a
formula to calculate the GDD for the crops. Hence the formula specified
in [16] was applied to the predicted crop to estimate their GDD in the
proposed work.

Weeds grown along with soybean can be detected using K-means
and CNN model. K-means were used for identifying the features of the
images and convolutional neural network for was used for classifying
the weeds and soybean. It also suggests that accuracy can we improved
by fine tuning the CNN model. CNN model provides an efficient way
to detect the weeds present among crops. When used along with K-
means initially the images and its augmentations are clustered and
on using CNN model helps to precisely identify the weed [17]. The
proposed work uses the pretrained model such as Resnet152V2 hence
it has important layers such as skip layer and identity layer. The main
goal of these layer is to make sure that the output image is same as the
input. This increases the accuracy and the predictions are correct. Not
only predicting the image the proposed model also helps to provide
details about the herbicides that can be used which is an additional
information for the user.

Existing deep learning techniques are used for weed detection.
This study provides information of various ML and Deep Learning
algorithms that can be used for identifying weeds. It mainly emphasis
on pre-trained models. It suggests that pre-trained models as lot of
benefits and hence can be used to image classification. It also provides
guidance of how to work on datasets and make the datasets efficient
for building the models. Many public datasets are available on various
platforms that can be used for this purpose. It specifies Image Resizing,
data augmentation, image segmentation some of the techniques would
bring about accurate classifications and tendency of increasing the
accuracy is also more in pre-trained models [18]. Since this study
provides directions to perform deep learning techniques the proposed
model has opted certain techniques preprocessing steps such as Image
Resizing, data augmentation is opted before building the actual deep
learning model to predict the weeds.

Another algorithm that can be used for identifying weeds in veg-
etable plantation is the CenterNet. CenterNet is used for weed identifi-
cation. It includes two stages. In first stage the Bok choy images were
collected and detected. In the second stage, color-index based segmen-
tation were performed on the images collected to identify the weeds
present in the dataset. The images were collected from Nanjing, China.
The images were augmented to increase the dataset size and images
were annotated. CenterNet algorithm was used for both training and
testing the images. It is a ground-based weed identification technique.
More optimization would lead to better results was suggested [19].
CenterNet algorithm is simple yet there is a need an algorithm that
strives to get correct prediction. The proposed work uses Resnet152V2
algorithm that strives to achieve more accuracy since it has special
layers such as skip layer and identity layer that tries to get input image
as output itself. Hence predictions would be absolutely correct. Hence
Resnet152V2 algorithm is selected to obtain accurate prediction and

based on the prediction obtain the list of herbicides.
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Fig. 3.1. System architecture.

Farmers face a challenging task in identifying crop insects since
pest infestation destroys a substantial portion of the crop and affects
its quality. The use of highly skilled taxonomists to correctly identify
insects based on their physical traits is a shortcoming of traditional
insect identification. Experiments were conducted using image char-
acteristics and ml algorithms such as neural networks, support vector
machine, k-nearest neighbors, naive bayes, and convolutional neural
network model to identify twenty-four insects from the Wang and
Xie dataset. To increase the performance of the classification models,
9-fold cross-validation was used. The CNN model had the greatest
classification rates of 91.5 percent and 90 percent, respectively. The
results revealed a considerable improvement in classification accuracy
and computational time when compared to state-of-the-art classifica-
tion algorithms [20]. This work [20] has used basic CNN model for
classification as well as the same dataset used by various researchers.
Hence the proposed model has used a different dataset called the
Pests’ dataset from Kaggle website. This dataset consists of 9 classes of
insects. Each image is taken from different locations. This dataset was
selected for the proposed model since the model is trained of images
about various locations that gives more knowledge for the model to
understand the image and distinguish them. The proposed model uses
Resnet152V2 model for classification. The Resnet152V2 model is the
basic model and top of which Global Average Pooling 2D, Dropouts and
more hidden layers are been implemented. This refers to fine tuning the
base pre-trained model. This helps in extracting more information and
helps in efficient classification.

The association between the degree of difficulty in identifying in-
sects and the identification key was investigated in this article. For a
collection of 134 insects, the SPIPOLL database was utilized to generate
193 characteristic value pathways. Based on the average IES of all
the insects with that of characteristic value was formulated. The CV’s
derived IES was then used to generate an estimated IES for each bug,
resulting in a ranked list of insects. Finally, the anticipated bug ranking
list was compared to the actual bug ranking list. The results showed
a significant correlation between the estimated and actual truth IES,
indicating that the CV can be used to estimate the IES of SPIPOLL
insects [21]. This work has specified of how to consider the features
of an image with respect to insects’ dataset. Its main goal is to identify
a key that helps in distinguishing the classes. This proposed work
contributes in specifying that a key is important for distinguishing the
insect classes. Hence the proposed work uses Resnet152V2 algorithm
for this very reason. Resnet152V2 is a pre-trained model and it auto-
matically picks the important features rather than manually defining
them. The Resnet152V2 base model on addition with Dropouts helps
in removing unnecessary hidden layers and selecting the relevant ones
is an advantage. Identification of insects does not solve the prob-
lem completely. Suggesting Pesticides provides a complete solution.
The proposed model helps to identify the insects as well as suggest

Pesticides for the same.
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Fig. 3.1.1. Crop recommendation system architecture.
Fig. 3.1.2. Dataset details for crop recommendation module.
Various elements must be considered when estimating the cost of
crop. It divides agricultural costs into five categories and provides

alculations for each. It also gives examples of how to figure out
ow much a crop cost. It is a theoretical article that always guide
he implementation of estimating the cost of cultivation [22]. This
heoretical study was used in the proposed model to calculate the cost
f cultivation. It was very helpful as it provided elementary description
o calculate the costs for cultivation. The formulas proposed in this
tudy was used in the proposed system to estimate the costs till the
ear 2028.

From 2004 to 2015, the goal of this research is to evaluate the gap
etween various costs and gross value of output (GVO), as well as the
rends of input utilization and critical factors for gross value of output
f gram crop across top production states. The findings demonstrate
o after 2009–2010, all states’ GVO and overall costs increased signifi-
antly. The commencement of the Government of India’s agricultural
aiver scheme in 2008–2009 was found to be the cause of a large

ncrease in operational costs from 2009 to 2010. It was also obvious
hat the compound annual growth rate was larger in 2009–2010 than in
014–2015 when comparing 2004–2005 to 2007–2008. Profit margins
ere high in Madhya Pradesh and Rajasthan, indicating a cost-cutting

rend [23]. This work provided a comparative study about the costs
etween different states of India. The proposed work has used Ensemble
egression algorithms that is used to forecast the costs till 2028. It
rovides a comparative study of a crop for a specific state from 2010–
028. Hence the user would be able to identify the trends of costs
rom the year 2010–2028. The forecasting is explicitly applied on the
ndia’s cost of cultivation survey data from 2010–2018. This provides
n elaborative view of operational cost, fixed cost, total cost, Cost
oncepts were displayed in form of a graph for better understanding
f the trends of the costs.
4

3. Methodology

There are four modules proposed in this work Fig. 3.1 such as crop
recommendation, weed identification, Pesticide recommendation, crop
cost estimation. The proposed work is a Web application developed
through Django framework. The Web Interface starts with the User
login page. In order to access these modules, users need to initially
register with their basic details such as their name, Address, Country,
State, Pin code, Phone number, Username and Password. Once the
account is created, they are redirected to the login page where the user
needs to login using their credentials. The following sections describes
the modules in detail.

3.1. Module 1: Crop recommendation

Datasets Used: For Crop Recommendation module the dataset used
are Crop recommender.csv, soil.csv, scientific_names.csv. All these
datasets were obtained from Kaggle website. Fig. 3.1.2 gives the sum-
mary of the datasets used in this module (see Fig. 3.1.1).

The Crop recommendation was used for training model since it
contains attributes such as temperature, humidity, average rainfall,
soil Ph, nitrogen requirement ratio, potassium requirement ratio and
phosphorous requirement ratio essential for predicting a crop. The
datasets such as Soil names and Crop names are used after prediction
to obtain the soil type and scientific name of the predicted crops.

Steps involved in Crop Recommendation module are as follows

Step 1: Importing Libraries and Dataset
In order to utilize Machine Learning algorithms and preprocessing

tools specific libraries needs to be imported. Using these libraries, the
model building and prediction would be performed efficiently. The
libraries such as NumPy, pandas, pickle, matplotlib, seaborn, Label
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Fig. 3.1.3. Crop recommendation dataset sample values.
Fig. 3.1.4. Missing value details.

ncoder, train_test_split were imported. The models such as Naïve
ayes, Logistic Regression, SVM, Decision Tree Classifier, Bagging Clas-
ifier, Random Forest Classifier, AdaBoost Classifier, Gradient Boosting
lassifier, XGBoost Classifier, LGBM Classifier and KNN was imported.
he dataset called crop recommendation was used initially for training
nd testing the models. Fig. 3.1.3 shows the glimpse of the crop
ecommendation dataset. Each crop has a set of values for temperature,
umidity, rainfall, Nitrogen, potassium, phosphorous.

tep 2: Descriptive Analysis
To obtain a best predictive model descriptive analytics is to be

erformed in prior. Descriptive analytics provides an idea of how the
ataset looks like and helps to draw new insights. Once the dataset
s imported, missing values per attribute is checked. For crop recom-
endation dataset the attributes are free of missing values, results

re displayed in Fig. 3.1.4 Once identifying that there are no missing
alues, in Fig. 3.1.5 the datatype of the attributes are identified fol-
owed by listing the unique values in the dependent variable, i.e., Label
ttribute Fig. 3.1.6.

tep 3: Data Visualization
Once the basic details about the dataset is obtained data visualiza-

ion is performed to analyze the dataset in a visual format. A correlation
atrix is a relationship lattice is basically a table appearance that spec-

fies the correlation coefficients between attributes. Here, the attributes
re addressed in the first line, and in the first column. Fig. 3.1.7 shows
he correlation matrix for the dataset.
5

Fig. 3.1.5. Datatypes of each column.

Fig. 3.1.8 displays the distribution of crops instances in the dataset.
The fig signifies that the dataset has all crops equally distributed in the
dataset. Each attribute in the dataset is plotted against the dependent
variable such as Label column. Taking into consideration Nitrogen
requirement per each crop the dataset specifies that cotton requires
more nitrogen for its growth compared to all other crops. These details
are obtained from Fig. 3.1.9. In the same way Fig. 3.1.10 specifies
the Potassium requirement for each crop in which grapes and apple
being the highest and orange consumption being the least followed by
Fig. 3.1.11 specifying the Phosphorous requirement for each crop in
which grapes and apple being the highest.

With respect to Temperature requirement for each crop papaya
requires more temperature (Fig. 3.1.12), rice needs more rainfall com-
pared to all other crops (Fig. 3.1.13) and coconut requires more hu-
midity compared to other crops is demonstrated in Fig. 3.1.14. When
analyzing the soil Ph requirement per crop almost all crops require
more Ph value which is demonstrated in Fig. 3.1.15.

All the attributes except Label attribute are numerical in nature. Dis-
tribution plots is primarily used for univariant sets of data and depicts
information using a histogram. Hence, distribution plots were plotted to
identify the distribution of data throughout the dataset. In Fig. 3.1.16
the values of Phosphorous attribute as not equally distributed. There
are ups and downs in the distribution of data which is specified by
the blue line in the graph. With respect to Fig. 3.1.17 the potassium
column has more zero values. Values lies between 20–45 and 75–120
in Fig. 3.1.18 that describes the distribution of data for Nitrogen.

Fig. 3.1.19 demonstrates distribution of data for Temperature Col-
umn most of the values lies between 20–35. It also shows normal
distribution of data. In Fig. 3.1.20 the values are not much distributed
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Fig. 3.1.6. Crops present in the dataset.
Fig. 3.1.7. Correlation matrix.

Fig. 3.1.8. Count of each Crop in the dataset.

in rainfall. With respect to Fig. 3.1.21 the values are distributed more
within the range 5.5 to 7.5 for soil Ph column. All the distribution plots
6

depicts that the data for each column is not normally distributed and
its value counts vary between ranges.

Step 4 : Outlier Detection and Outlier Treatment
An outlier is a data point that is discovered to be considerably

different from the other values for a given set. These outliers may
corrupt the dataset and may provide wrong predictions. Hence before
passing the data into the model outliers must be detected and tested.
In order to detect the outliers, the proposed model has used box plots
and IQR Technique. Box plots are used to visualize the outliers in
an attribute. Fig. 3.1.22 depicts the box plot for Soil PH attribute.
The figure shows that the values above 8.5 and below 4.5 are been
categorized as outliers. Inter-Quantile Range Technique (IQR) is used
to detect the outliers using a quantile range which specifies the per-
centage of data that is outside the quantile range between 0.75–0.25.
In some cases, outliers can be removed or may be included because
it is important in the business perspective. In crop recommendation
dataset the outliers detected are useful and must be included because
the observations or tuples in the dataset is obtained using experiments
and these observations corresponds to a particular crop growth detail.
As a result, this work has included all the observations present in the
dataset since it is very important for prediction.

Step 5: Label Encoding
The dependent attribute or variable ‘Label’ in the dataset is Label

encoded. This attribute has categorical and non-numerical values. The
‘Label’ attribute contains names of the crops. Since it is non-numerical
the values need to be encoded into numerical values as many Classi-
fication models does not encourage the use of non-numerical values.
Hence, these values are encoded into numerical values and then fed
into the model for future predictions.

Step 6: Splitting the data into Train and test sets
After detecting the outliers and visualizing the attributes, the first

step for building the model is splitting the dataset into training and
testing set. The initial data required for training machine learning
algorithms is referred to as training data. Machine learning algorithms
are fed training datasets to learn how to make accurate predictions or
accomplish a desired activity. Testing set defines a set of data used to
provide an accurate evaluation of a finalized model fit on the training
sample. The training and testing set split ratio is 50:50.

Step 7: Model Building
This work aims to identify the crops using Machine Learning Clas-

sification algorithms. The proposed work uses 10 classification algo-
rithms to find the best model for future prediction. The steps performed
for model building are as follows:

• The model is being imported from the library.
• Model is being defined.
• The training and testing data are fitted into the model.
• After training the model, the model is being tested over the testing

dataset.
• Confusion Matrix and evaluation metrics are calculated.

Fig. 3.1.23 provides results about Random Forest Classifier. The pre-
dicted values of the testing set are displayed in form of a list pointed
by y_predictions are then followed by training set accuracy score,
test set accuracy score and the accuracy score of that model for the

crop recommendation dataset. Classification report is depicting the
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Fig. 3.1.9. Nitrogen requirement for each crop.

Fig. 3.1.10. Potassium requirement for each crop.

Fig. 3.1.11. Phosphorous requirement for each crop.

Fig. 3.1.12. Temperature requirement for each crop.
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Fig. 3.1.13. Humidity requirement of each crop.

Fig. 3.1.14. Rainfall requirement of each crop.

Fig. 3.1.15. Soil Ph requirement of each crop.

Fig. 3.1.16. Distribution of data for Phosphorous Column.

8
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Fig. 3.1.17. Distribution of data for Potassium Column.
Fig. 3.1.18. Distribution of data for Nitrogen Column.
Fig. 3.1.19. Distribution of data for Temperature Column.
Fig. 3.1.20. Distribution of data for Rainfall Column.
9
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Fig. 3.1.21. Distribution of data for PH Column.
Fig. 3.1.22. Outliers in Soil PH attribute.

Fig. 3.1.23. Model building results.
10
Fig. 3.1.24. Confusion matrix.

Fig. 3.1.25. Accuracy formula.
Fig. 3.1.26. Model performance summary.
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Fig. 3.1.27. Accuracy comparison.
Fig. 3.1.28. Models with accuracy above 90%.

Fig. 3.1.29. Summary of all the hyperparameters used for the respective algorithm.
11
Fig. 3.1.30. Model performance summary with hyperparameter tuning.

precision, recall and F1 score for the applied model. The same steps
are followed for all the 11 algorithms and the corresponding predicted
values, training set accuracy, testing set accuracy, classification report
is obtained. Fig. 3.1.24 shows the confusion matrix for the random
forest classifier. The diagonal of the confusion matrix shows the how
many times the prediction was correct. Accuracy is calculated using
this formula (Fig. 3.1.25) using the formulas obtained in the confusion
matrix.

Fig. 3.1.29 gives the summary of the performance of all the models
used in the proposed work. According to this summary it is been
observed that most of the algorithms has accuracy above 90%. In order
to obtain best model for prediction all the models whose accuracy
above 90% is picked and hyper parameter tuning is performed.

Fig. 3.1.31 shows a comparison of accuracy between Proposed work
and Existing work. The existing work has used less algorithms and their
accuracy are displayed in color orange. Any algorithm is been measured
using accuracy to obtain a best model. Based on the model evaluation
all the algorithms used by existing authors seems to have less accuracy.
The proposed work has used 11 algorithms in total to obtain a best
model for further analysis. To further extract the model’s capability this
work has used hyperparameter tuning.
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Fig. 3.1.31. Model performance summary with hyperparameter tuning.
Step 8: Hyperparameter Tuning
Hyperparameters are the key factors that determine the model

architecture, and hyperparameter tuning seems to be the process of
discovering the optimum model architecture. Hyperparameters were
used to tune that filtered algorithms.

Fig. 3.1.28 depicts the hyperparameters used for the algorithms
above 90%. Different algorithms have different parameters to be de-
fined before going for training the algorithms. Once these parameters
are defined the model is defined along with adding these parameters to
it using Randomized CVS or Grid Search CV algorithm. Once the model
is defined using these parameters as shown in Fig. 3.1.28 training data
is used for training the hyper tuned model followed by testing them
using the test set. Accuracy for the hyper tuned algorithms is calculated
and hence used as metric for deciding which algorithm to choose for
future predictions (see Fig. 3.1.29).

Some algorithms after hyperparameter tuning its accuracy decreased
but when Random Forest Classifier was hyper tuned using Random-
SearchCV increased the accuracy to 95.4545% which is shown in
Fig. 3.1.29 (see Fig. 3.1.30).

The Fig. 3.1.26 depicts the accuracy comparison among algorithms
with hyperparameter tuning. This shows that most of the algorithms
when hyper tuned tends to provide more accuracy. Hence Random
Forest Classifier hyper tuned using Randomized Search CV is been
picked and used for further analysis.

Step 9: Predicting the crop
On identifying the best model for predicting the crop. The model

is stored in a pickle file. Pickle file is used to serialize Python objects
architectures, which is the method of transforming an object in memory
to a byte stream that can be stored on drive as a binary file. This binary
file can be de-serialized back to a Python object when we load it into
a Python code. Hence, the model is stored into a pickle file so just on
calling a pickle file we can predict the crops.

Values of temperature, humidity, average rainfall and soil Ph need
to be passed into the model to predict the crops. In order to obtain
the climate conditions such as temperature and humidity the latitude
and longitude of the current location is identified using Web Scraping
the website ‘https://ipinfo.io/’. This is done by requesting the pro-
gram to open this website which uses the IP address of the device to
obtain the details on the current location. The values extracted are
longitude and latitude values. Extracted values are passed as input
to the OpenWeatherAPI which provides the details about the current
12
Fig. 3.1.32. GDD value calculation.

Fig. 3.1.33. Nutrient concentration calculation.

location. Temperature, humidity, place, region details are fetched. The
average rainfall and soil Ph value is entered by the user through a Web
interface. On integrating all the parameters and is passed into the model
for prediction. The model prediction probability is been fetched and
ordered in descending order and the crops with highest probability is
been selected and values are decoded to get the actual crop names.
Thus, the model displays the Top 5 crop names that can be grown in
the current location. This work not only provides recommendations of
crops but also suggests the GDD-Growing degree days and the amount
of NPK — Nitrogen, potassium, phosphorous required for crop growth.

https://ipinfo.io/
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Fig. 3.2.1. Weed Identification system architecture.
Fig. 3.2.2. Sample images of weeds used in the model building.
Fig. 3.2.3. Dataset details for Weed Identification module.
13
Fig. 3.3.1. Pest Identification system architecture.
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Fig. 3.3.2. Sample images of pests dataset.
Fig. 3.3.3. Dataset details for Pest Identification and Pesticide Recommendation
module.

Growing degree days (GDD) are a weather-based marker that can
be used to gauge crop development. It is a crop producer calculation
that is a measure of temperature levels that is used to anticipate plant
and pest growth rates, such as the time that a crop achieves maturity.
The calculation of Growing Degree Days allows farmers to forecast the
rate at which their plants will mature. Fig. 3.1.27 demonstrates of how
the GDD values are calculated for each predicted crop.

Respective Minimum and maximum values are obtained for a crop
from the dataset. Each crop possesses minimum and maximum base
temperatures. These temperature values were been obtained from of-
ficial agricultural websites and were stored as a dataset. These values
were been applied to get the GDD value for a crop (see Fig. 3.1.31).
14
Fig. 3.4.1. Cost estimation system architecture.

Nitrogen, Phosphorous, Potassium content is necessary for crop
growth. Mean value of nitrogen, Phosphorous and potassium was ex-
tracted for a particular crop and was divided by 100 and was multiplied
by 200 to obtain the nutrient concentration for 200 lb. fertilizer per
hectare is shown in Fig. 3.1.28 (see Figs. 3.1.32 and 3.1.33).

3.2. Module 2: Weed identification

Dataset: The dataset used for this module is v2 plant seedlings
dataset from Kaggle (see Fig. 3.2.1).

This dataset was used since it has images of various weed growth
stages. This is very important since it has images of all weed stages. Any
weed at its initial stage can be captured and uploaded into the system.
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Fig. 3.4.2. Dataset details for cost estimation module.
Fig. 3.4.3. Represents the Columns present in the dataset.

Fig. 3.4.4. Formulas for estimating the model.

he proposed work efficiently categorizes the weed type. This is due to
he model trained by the v2 plantings dataset.

Steps involved in Weed Identification module are as follows

tep 1: Importing Libraries and Dataset
In order to utilize Deep Learning algorithms and preprocessing

ools specific libraries needs to be imported. Using these libraries,
he model building and prediction would be performed efficiently.
he libraries such as NumPy, pandas, train_test_split, Resnet152V2,
ensorFlow, keras were imported. Fig. 3.2.3 shows the glimpse of the
2_Plant_seedlings dataset. After importing the dataset, the file names
re been saved in a data frame along with its class name. Some of the
mages present in each class are depicted using Fig. 3.2.2. There are
15
nine weed classes present in the dataset. Each class has more than 200
images.

Step 2: Splitting the Training, Testing set and Validation set
The dataset is split into 3 parts namely training, testing and valida-

tion data. The Validation data is used while executing the epochs.
Training set contains 2701 images and Testing set contains 1447

images. Validation set has 675 images. All the images were resized to
224X224 size.

Data Augmentation meaning increasing the number of images for
training was performed. This included in rotating, flipping and rescal-
ing the image. Additional images were obtained which is then passed
into the model for classification.

Step 3: Model Building
To classify the images Resnet152V2 pre-trained keras model is been

used. Deep Residual Networks are networks with convolutional, pooled,
activating, and fullyconnected layers mounted on top of each other. The
only structure that converts an accordance with the established into
a recurrent neural network is the identity link between the levels. To
address the problem of the curse of dimensionality, this architecture
adds a conception of the Residual Network. In this network, we use
a technique known as skip connections. The skip connection skips
several phases of training and connects output pin. The advantage of
incorporating this manner of residual connections is that regularization
will bypass any layer that reduces architecture performance. As both
a corollary, incredibly deep learning models can be trained without
the problems that vanishing/exploding gradients cause. Due to its
advantages Resnet152V2 was opted for the proposed work to classify
the images.

In the proposed work Resnet152V2 was defined followed by Global
Average Pooling2D, Dropouts and additional hidden layers.4 Hidden
layers was introduced above resnet152V2. First Hidden layer had 1024
neurons, second and third hidden layer with 512 neurons and fourth
hidden layer with 32 neurons. All the hidden layers had activation
function RELu. Dropout were introduced in between each hidden layer
so that it removes unnecessary neurons and tries to select the best
parameters to identify the images. The output layer had 1 neuron with
activation function SoftMax for classification.

The epochs executed for this module is 25 with batch size 32. The
epochs are trained using the training data and are validated using
validation data. Checkpoints are being defined and these checkpoints
are stored for future weights updation.

Step 4: Herbicide Recommendation
Not only predicting the image is important but also recommending

Herbicides for the predicted weeds would be very useful for the user.
Herbicides are generally used for killing the weeds. Manually removing
the weeds are mostly impossible for a large farm. Hence herbicides are
optimal way for destroying the weeds from the land.

The Herbicide details were collected by referring to various agricul-
tural websites. To find a suitable herbicide the chemical component to
kill them is identified from agricultural websites. Based on the chemical
components the herbicide having it has an active component is being
picked. The elaborate details regarding dosage, well-suited crops, well-

suited soil, active ingredients, identifying whether it is a pre-emergent
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Fig. 3.4.5a. Item-wise estimation formulas.
Fig. 3.4.5b. Cost of cultivation formulas.

r post-emergent are obtained by a pdf file called ‘Product Label’. This
roduct label provides the required details. These details are stored as
dataset which is used for recommendation.

For all crops same herbicide cannot be used. It could harm the
rowth of the crops as well as affect the soil fertility. Hence to ensure
ccurate details crop specific herbicides are predicted using Random
orest Classifier.

The input parameters for Random Forest Classifier are crop name
nd the name of the weed. The crop name must be entered by the user.
he name of the weed is identified by the Resnet152V2 fine tuning
odel when the image is been uploaded by the user. The Random

orest Classifier classifies the crops based on its highest probability
erbicides are listed.

.3. Module 3: Pests identification and pesticides recommendation

Dataset: The dataset used for this module is pests dataset from
aggle (see Fig. 3.3.1).

This dataset was used since it has images of various insects captured
t different locations. In many scenarios insects always merge with
he crop and it is difficult to distinguish them. Hence this dataset is
elected since it has insects in contact with crops. Any insect can be
aptured and uploaded into the system. The proposed work efficiently
ategorizes the insect. This is due to the model trained by the pest’s
ataset.
16
Fig. 4.1. Login page.

Steps involved in Pest Identification and Pesticides Recommenda-
tion module are as follows

Step 1: Importing Libraries and Dataset
In order to utilize Deep Learning algorithms and preprocessing

tools specific libraries needs to be imported. Using these libraries,
the model building and prediction would be performed efficiently.
The libraries such as NumPy, pandas, train_test_split, Resnet152V2,
TensorFlow, keras were imported. Fig. 3.3.3 shows the glimpse of the
Pests dataset. After importing the dataset, the file names are been saved
in a data frame along with its class name. Some of the images present
in each class are depicted using Fig. 3.3.2. There are nine insect classes
present in the dataset.

Step 2: Splitting the Training, Testing set and Validation set
The dataset is split into 3 parts namely training, testing and valida-

tion data. The Validation data is used while executing the epochs.
Training set contains 1764 images and Testing set contains 945

images. Validation set has 441 images. All the images were resized to
224X224 size.

Data Augmentation meaning increasing the number of images for
training was performed. This included in rotating, flipping and rescal-
ing the image. Additional images were obtained which is then passed
into the model for classification.

Step 3: Model Building
To classify the images Resnet152V2 pre-trained keras model is been

used. Deep Residual Networks are networks with convolutional, pooled,
activating, and fully connected layers mounted on top of each other.
The only structure that converts an accordance with the established
into a recurrent neural network is the identity link between the levels.
To address the problem of the curse of dimensionality, this architecture
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Fig. 4.2. User dashboard.
dds a conception of the Residual Network. In this network, we use
technique known as skip connections. The skip connection skips

everal phases of training and connects output pin. The advantage of
ncorporating this manner of residual connections is that regularization
ill bypass any layer that reduces architecture performance. As both
corollary, incredibly deep learning models can be trained without

he problems that vanishing/exploding gradients cause. Due to its
dvantages Resnet152V2 was opted for the proposed work to classify
he images.

In the proposed work Resnet152V2 was defined followed by Global
verage Pooling2D, Dropouts and additional hidden layers.4 Hidden

ayers was introduced above resnet152V2. First Hidden layer had 1024
eurons, second and third hidden layer with 512 neurons and fourth
idden layer with 32 neurons. All the hidden layers had activation
unction RELu. Dropout were introduced in between each hidden layer
o that it removes unnecessary neurons and tries to select the best
arameters to identify the images. The output layer had 1 neuron with
ctivation function SoftMax for classification.

The epochs executed for this module is 20 with batch size 32. The
pochs are trained using the training data and are validated using
alidation data. Checkpoints are being defined and these checkpoints
re stored for future weights updation. The accuracy obtained was 0.98
.e., 98%.

tep 4: Pesticide Recommendation
Not only predicting the image is important but also recommending

esticides for the predicted insect would be very useful for the user.
esticides are sprayed for killing the insects so that it does not destroy
he crops and increase in number in the fields.

The Pesticide details were collected by referring to various agricul-
ural websites. To find a suitable herbicide the chemical component
o kill them is identified from agricultural websites. Based on the
hemical components the pesticides having it has an active component
s being picked. Other details regarding well-suited crops are obtained
y a pdf file called ‘Product Label’. This product label provides the
equired details. These details are stored as a dataset which is used for
ecommendation.

Same as herbicides for all crops same pesticides cannot be used. It
ould harm the crop growth as well as affect the soil fertility. To ensure
orrect pesticides crop names along with predicted insect are passed
andom Forest Classifier. The crop name must be entered by the user.
he name of the weed is identified by the Resnet152V2 fine tuning
odel when the image is been uploaded by the user. The Random

orest Classifier classifies the crops based on its highest probability

esticides are listed.

17
Fig. 4.1.1. Summary details of all the models used.

3.4. Cost estimation

The main aim of cost estimation module is to predict the cost
concepts and total cost needed for cultivation. This module is very
important in recent times due to sudden crisis, natural calamities, price
rise of cultivation resources. Indian cost of cultivation survey data is
considered for this module. Eight years data was collected. From 2010–
2018. The data was aggregated since each year was a separate file
as shown in Fig. 3.4.2. In order to forecast values Machine Learning
Regression models are been considered (see Fig. 3.4.1).

Discussing about the dataset the attributes are depicted in Fig. 3.4.3.
The dataset can be viewed as two parts: Firstly, is the item wise
break up attributes and cost of cultivation attributes. Item-wise breakup
includes all the operational cost attributes and fixed cost attributes.
Cost of cultivation attributes includes Cultivation A1, A2, B1, B2, C1,
C2 and C3. To forecast the cost details, it is important to run each item-
wise attribute separately. The year, state and crop attribute are used as
the independent variables and each item-wise attribute separately.

For example, let us consider the Operational cost of Fertilizer &
manure attribute. For predicting this attribute following steps are fol-
lowed.

Step 1: Importing libraries and dataset
The necessary libraries such as NumPy, pandas, train_test_split,

Label Encoder, Machine Learning Ensemble Regressors are being im-
ported. The 8 separate datasets corresponding to years between 2010–
2018 are been loaded.

Step 2: Data Preprocessing and Model Building
The imported datasets are aggregated to obtain a single dataset.
The crop and state column are non-numerical in nature. Hence Label
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Fig. 4.1.2. Visual representation of algorithms with their accuracy.
Fig. 4.1.3. Models performance details after hyperparameter tuning.

ncoding is performed to obtain numerical values for the same. Year,
ncoded crop name, encoded state name is been feed into the Machine
earning and Ensemble regressor models.

tep 3: Model Building
With regard to Regressor models XGBoost regressor is considered

or explanation. Year, encoded crop name, encoded state name is been
onsidered as the independent variable and Operational cost of Fertil-
zer & manure is considered as a dependent value. The dataset is split
nto test and training data. The regressor model is been defined and
he training data is fitted into the model to train the model. The model
s then tested using the testing score. The r2 score, root mean squared
rror, mean squared error, mean absolute error is been estimated for
ach model as shown in Fig. 3.4.4.

tep 4: Cost Calculation
Based on these values the best model is selected with the highest

2score. The same procedure is been practiced for all the item-wise
ttributes and the best models are stored in a pickle file. The pickle
ile is then used to forecast the values till 2028. Once all the attribute
orecasting values are obtained then these values are stored dynami-
ally in a data frame. This data frame is converted into a csv file and
s used for future calculation.

When discussing about cost calculation the formulas are used to
btain the values of Operational cost, fixed cost, total cost, cost con-
epts values A1, A2, B1, B2, C1, C2 and C3. The forecasted values till
028 are been applied to get the results. The formulas as depicted in
ig. 3.4.5a and Fig. 3.4.5b.

. Results & discussion

The proposed work is a web interface through which the user

an access the models efficiently. Fig. 4.1 represents the login page

18
Fig. 4.1.4. Front end to enter the details average temperature and rainfall.

through which the user needs to login with their credentials to access
the models. Fig. 4.2 shows the user dashboard after logging in, thus
enabling users to access the models. The results of each model are
discussed in each section.

4.1. Crop recommendation

Ten Algorithms were used for crop recommendation. The accuracy
score above 90% was selected as shown in Fig. 4.1.1. The accuracy
drifts are been clearly observed using Fig. 4.1.2. For these selected
algorithms Hyperparameter Tuning was applied from which best model
with highest accuracy was obtained as shown in Fig. 4.1.2

According to Fig. 4.1.3 the Random Forest classifier hyper tuned
with Randomized CV is opted as best model since its accuracy is 95.45%
and stored as a pickle file for further analysis.

Frontend:
The following figure shows Crop recommendation system. The user

needs to provide details about the average rainfall and ph. The other
parameters are derived. Initially longitude and latitude values are
extracted from the current location using Web Scraping and is passed
as parameters to the Weather API. The weather API provides the
temperature, humidity details of the current location. Based on the
parameters passed, the system predicts the 5 crops and provides details.
According to Fig. 4.1.4 the user has entered the values 500 for average
rainfall and 7 as the soil ph.

The page after clicking predict directs to the results page which
contain the details provided section depicted by Fig. 4.1.6. This shows
the longitude and latitude values of the current location. It also shows
the place, region. Followed by the basic details the temperature, hu-
midity obtained from passing longitude and latitude values are shown.

Average rainfall and ph. values are entered by the user (see Fig. 4.1.5).
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Fig. 4.1.5. Details provided to the model.
Fig. 4.1.6. Top 5 crop recommendations.
Based on the given details the model takes temperature, humidity
nd rainfall and ph. details to recommend crops. The system provides
op 5 Crops based on the details provided.

The above Fig. 4.1.7 shows the Top 5 crop recommendations fol-
owed by its scientific name. Once the model has predicted the crop
ame is passed on to identifying its scientific name. The system contains
dataset containing scientific names. In the same way the soil type

s also obtained from soil.csv dataset for that specific crop. The Crop
ype specifies whether the given crop is Rabi, Kharif or Summer. The
rop is been categorized based on its parameters such as Temperature,
umidity and rainfall (see Table 4.1.1).

After identifying the crop type the system estimates the Growing De-
ree Days, Nitrogen requirement, potassium requirement, phosphorous
ection whose formulas are discussed in Section 3.1. It is observed that
he GDD of apple is more and black gram being the least. With respect
o nitrogen requirement banana requires the more nitrogen content
o be present in 200 lb. fertilizer and apple and pigeon peas requires
he same quantity. With respect to phosphorous and potassium apples
equirement content is highest as shown in Fig. 4.1.7.
19
Table 4.1.1
Categorization of crops.

Crop type Temperature Humidity Rainfall

Kharif Crop 14–37 18–100 100 and above
Summer Crop 25–37 40–85
Rabi Crop 15–35 15–100

The predictions as well as the details are more important for a user
to analyze and select a crop. The existing research restricts the crop
recommendation of only one. And does not provide any additional
values. The proposed system predicts top 5 crops with its details which
can be used by the user for carrying out their work in a smarter
way.

The system just does not take up the inputs by the user but also
checks if it is a valid input. For example the soil Ph range is between
0–14. If the user types a value greater than 14 or less than 0 the system
displays a message that it is wrong and asks the user to re-enter correct



S.K.S. Durai and M.D. Shamili Decision Analytics Journal 3 (2022) 100041

v
a

b
c

4

a
R
r

Fig. 4.1.7. Incorrect entries.

Fig. 4.1.8. Requesting the user to enter correct values.

Fig. 4.2.1. Storing File path and class labels in a data frame.

alues. Fig. 4.1.7 displays the values entered by a user such as rainfall
s 500 and soil Ph as 19.

The soil ph. value cannot be 19 as it does not lie in the range
etween 0–14. Hence the system displays the message stating to enter
orrect values as shown in Fig. 4.1.8

.2. Weed identification

This module helps in identifying the weed present in farm and
lso suggest herbicides for the predicted weed. To predict the Weeds
ESNET152V2 pre-trained algorithm was used. It resulted in an accu-
acy of 0.89.
20
Fig. 4.2.2. Accuracy of training and validation data.

Fig. 4.2.3. Training and validation loss.

Fig. 4.2.1 represents the data frame consisting of file path and class
labels. This data frame is shuffled and then split into training and test
sets for model building and prediction. After fine tuning the base model
Resnet152V2 and adding additional layers, epochs are executed for
fitting the training data and validating against the validation data.25
Epochs are obtained with a training accuracy of 83.01% and validation
accuracy with 82.52%. Fig. 4.2.2 shows how the training and validation
accuracy fluctuated while iterating through each epoch. As the epochs
increase the accuracy also increases. Fig. 4.2.3 the loss details are de-
creasing as the epochs increases. This shows that the model is learning
progressively as the epochs increases.

After predicting the weed the next step is to predict the herbi-
cides. In order to achieve this data is collected and stored into a
data frame. Fig. 4.2.4 shows the sample data collected for herbicide
recommendation.

The details obtained as shown in Fig. 4.2.4 are Weed name, concen-
tration, Herbicide, Crop name, pre-emergent or post emergent, dose,
soil type, Group, Weed growth stage in terms of leaves and Weeks.
Concentration specifies the active ingredients present in the herbicide,
followed by the herbicide name. Herbicides can be broadly classified
into two types pre-emergent and post emergent herbicides’ -emergent
herbicides corresponds to application of herbicide in the field before
cultivation. Weeks’s column is related to pre-emergent which specifies
the number of weeks prior to cultivation the herbicides need to be
applied. Post-emergent herbicide specifies the application of herbicides
once after the weed is been spotted on the field. Weeds needs to be
killed during its initial stage. Hence Weed_stage_no_of_leaves specify the
time to apply the herbicide based on the number of leaves grown.

The weed names and the crop names are non-numerical in nature
hence it needs to be converted into numerical format for the model to
use it. These two attributes are been Label encoded. The correspond-
ing numerical values for these attributes chosen as the independent
variables. The encode values details glimpse are shown in Fig. 4.2.5.
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Fig. 4.2.4. Herbicide dataset details.
Fig. 4.2.5. Encoded values for weeds, crops and Herbicide names.
Fig. 4.2.6. Page to upload the image.
Herbicide attribute is also label encoded to obtain numerical values
and are used as dependent variable. The dataset after Label encoding
are split into two parts training and testing data. The training data is
been fed into the random forest classifier model for prediction. Once the
model learns the data the model is fed with testing data. The model is
been stored into a pickle which is used for further analysis. Once the
user specifies the crop name that he wants to cultivate and uploads the
image of the weed found on the field the system predicts the Herbicide
and displays the relevant details of the Herbicide.

Frontend:
For the user to identify the weed and get details of herbicides the

user needs to specify the crop name and upload the image captured
from the field as shown in Fig. 4.2.6. Fig. 4.2.7 shows a black grass
image. This image is uploaded into the system and crop—Wheat is been
selected.

Fig. 4.2.8 shows the description about the weed. The model has
precisely predicted that it is a black grass. It shows the growing season
21
Fig. 4.2.7. Uploaded image is Black grass weed.
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Fig. 4.2.8. Predicted details.
f the weed is from September–October. The Herbicides are listed with
s an obtained by-passing crop name and weed name into Random
orest Classifier Model. Furthermore, the system categorizes it as pre-
ost emergent herbicide followed by its dosage mL/ha and suited soil
ypes are also provided.

The Group represents the chemical solution that the herbicide be-
ongs to. The weed leaves are the leaves stages during which the user is
irected to spray the herbicides if it is a post-emergent. If Pre-emergent
he system specifies the number of weeks before the herbicide needs to
e sprayed.

.3. Pesticides identification

This module helps in identifying the insects and pests present in
arm and also suggest pesticides for the predict insect. To predict the

eeds RESNET152V2 pre-trained algorithm was used. It resulted in an
ccuracy of 0.98.

Fig. 4.3.1 represents the data frame consisting of file path and class
abels. This data frame is shuffled and then split into training and test
ets for model building and prediction. After fine tuning the base model
esnet152V2 and adding additional layers, epochs are executed for

itting the training data and validating against the validation data.20
pochs are obtained with a training accuracy of 83.01% and validation
ccuracy with 98.2%. Fig. 4.3.2 shows how the training and validation
ccuracy fluctuated while iterating through each epoch. As the epochs
ncrease the accuracy also increases. Fig. 4.3.3 the loss details are de-
reasing as the epochs increases. This shows that the model is learning
rogressively as the epochs increases.

After predicting the insect, the next step is to predict the pes-

icides. In order to achieve this data is collected and stored into a

22
Fig. 4.3.1. Storing File path and class labels in a data frame.

data frame. Fig. 4.3.4 shows the sample data collected for pesticide
recommendation.

The details obtained as shown in Fig. 4.3.4 are Pest name, Crop
name and pesticide details. The pest names and the crop names are
non-numerical in nature hence it needs to be converted into numerical
format for the model to use it. These two attributes are been Label en-
coded. The corresponding numerical values for these attributes chosen
as the independent variables. The encode values details glimpse are
shown in Fig. 4.3.5. Pesticide attribute is also label encoded to obtain
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Fig. 4.3.2. Accuracy of Training and Validation Data.

Fig. 4.3.3. Training and validation loss.

Fig. 4.3.4. Herbicide dataset details.

umerical values and are used as dependent variable. The dataset after
abel encoding are split into two parts training and testing data. The
raining data is been fed into the random forest classifier model for
rediction. Once the model learns the data the model is fed with
esting data. The model is been stored into a pickle which is used for
urther analysis. Once the user specifies the crop name that he wants
o cultivate and uploads the image of the insect found on the field the
ystem predicts the Pesticide.

rontend:
For the user to identify the pest and get details of pesticides the user

eeds to specify the crop name and upload the image captured from the
ield as shown in Fig. 4.3.6. Fig. 4.3.7 shows a stem borer image. This
mage is uploaded into the system and crop—Rice is been selected.

Fig. 4.3.8 shows the pesticides that can be used for killing stem
orer, we can identify the image of the pest that the pest is same color
f the stem. But the model proposed has precisely predicted that it is a
tem borer pest.
23
4.4. Cost of cultivation

For this work Cost of cultivation data from 2010–2018 is con-
sidered. 11 Crops are been selected and are considered for analysis.
They include Arhar, Bajra, Cotton, Groundnut, Jowar, Ragi, Paddy,
Sugarcane, Maize, Potato and Wheat. All these attributes were fit
into Regression models especially ensemble regression models such as
XGBoost, GradientBoostingRegressor, Bagging Regressor and Decision
Tree Regressor the models were predicted against each crop and state
for the years starting from 2010–2028.

Considering in identifying a best model for Operational cost Fertil-
izer the following results are obtained.

The following algorithms listed in Fig. 4.4.1 were implemented to
find the best model based on the r2 score. The algorithm with highest
r2score is been opted as the model for fertilizer cost forecast’s same
algorithm is not implemented for other attributes. For every attribute 9
Regressor algorithms are executed and the model with highest r2 score
is selected for them. For all the attributes mostly XGBoost Regressor,
Random Forest Regressor and Bagging Regressor performs best hence
they are saved as a pickle file and then used for forecasting values till
year 2028.

These results were aggregated to obtain Operational Cost, Total Cost
and Fixed Cost. In addition, these values were used for calculating Cost
A1, A2, B1, B2, C1, C2 and C3.

In order to estimate the cost of cultivation the following columns
can be split into two parts Operational Cost and Fixed Cost. Operational
Cost consists of all the expenses such as purchase of seed, insecticides,
animal labor, human labor, machine labor, cost on fertilizer and ma-
nure. And Fixed cost consists of fc rental value of owned land, FC
Rent Paid for Leased in Land, FC Land revenue tax ceases, Operational
Cost of Interest On working capital, Depreciation on Implements Farm
Building Interest on Fixed Capital.

Cost Concepts splits the various expenses into 7 groups such as Cost
A1, A2, B1, B2, C1, C2 and C3. Based on these formulas all the details
are summed together to get the operational and fixed cost value. Later
operational cost and fixed cost value are summed that results in total
cost.

The user needs to specify the crop name and the select a state of
India to get the results. The 11 crops and their corresponding states
that the crop is grown is been listed in the drop down list as shown in
Fig. 4.4.2.

Fig. 4.4.3 shows a glimpse of the forecast values till the year 2028
for all the attributes. These attributes are calculated based on the
formulas in Fig. 3.4.5a.

Fig. 4.4.4 depicts the operational cost variation over the years 2010–
2028. It is been observed at specific intervals there is sudden drift in
the operational cost. It is been also observed at the cost are almost
the cost reaches to 45000. Each year data consists of details such
as Operational Cost of Attached, Casual, hired human Labor, hired
and owned animal Labor, hired and owned Machine Labor, cost on
Fertilizer, Manure, Insectides, Irrigation, crop Insurance, Payment to
Contractor and Miscellaneous Cost. These data are summed up to obtain
the operational cost.

In Fig. 4.4.5, with respect to fixed costs we have rental value of
owned land, Rent Paid for Leased in Land, Land revenue tax and
ceases, Depreciation on Implements Farm Building and Interest on
Fixed Capital. All these attributes are forecasted and these values are
summed up to obtain Fixed cost. The fixed cost shows an increase over
the years till 2015. Followed by a drift in amount and forecasting states
that it would remain the same at 13000.

Fig. 4.4.6 depicts the Total cost for cultivation. Total cost is the
summation of Operational cost and Fixed cost. Since the operational
cost and fixed cost are same after years. The total cost specifies the
cost would be 65000.

Fig. 4.4.7 depicts the cost concepts cost A1. Concepts are mainly

used by business units since it splits the expenses into each parameter.
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Fig. 4.3.5. Encoded values for weeds, crops and Pesticide names.
Fig. 4.3.6. Page to upload the image.
Fig. 4.3.7. Uploaded image is Stem borer.

his can be used for best decision making. Cost A1 has sudden peaks
ver the years resulting in the value of 38000 over the years.

Fig. 4.4.8 depicts the cost concepts cost A2. This cost value focuses
n all the expenses along with the fixed cost on leased land.

Fig. 4.4.9 depicts the cost concepts cost B1. This cost value focuses
n all the expenses along with interest on fixed capital.

Fig. 4.4.10 depicts the cost concepts cost B2. This cost value focuses
ost B1 along with the rental value on owned land and rent on leased
and.

Fig. 4.4.11 depicts the cost concepts cost C1. This cost value focuses
ost B1 along with the imputed value of family labor. This value is
inimum value of family labor.
24
Fig. 4.4.12 depicts the cost concepts cost C2. This cost value focuses
cost B2 along with the imputed value of family labor. This value is
minimum value of family labor.

Fig. 4.4.13 depicts the cost concepts cost C3. This cost value focuses
cost C2 along 10 percent cost of C2 as management cost.

Based on these details farmers and business executives would be
able to make things ready before cultivation.

5. Conclusion

Farming is a back bone of every country. Hence it needs to be
monitored in a timely manner. The modules in the work provides a
helping hand to farmers for identifying the crops that can be grown
based on their place. Identifying the weeds and recommending her-
bicides is an important element. All the crops are prone to insects.
Hence identifying the correct insect and recommending the pesticides
for the same would be an efficient tool. Many farmers are unable to
estimate the cost of cultivation. Due to some uncertainties, there might
be loss for the farmers. It also provides estimation of cost of cultivation
for each operation such as human labor, animal labor, cost of seeds,
manures and fertilizers. It also forecasts the fixed costs. This provides an
overview of how to plan the activities and do cultivation in a profitable
manner.
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Fig. 4.3.8. Pesticides recommendation.
Fig. 4.4.1. Model performance details.
Fig. 4.4.2. Specifying the crop and state details for forecasting the cost.
Appendix. Supplementary material

Module 1: Crop Recommendation
https://www.kaggle.com/atharvaingle/crop-recommendation-datas

et
https://www.kaggle.com/shekharyada/crop-soilcsv
https://www.kaggle.com/aj021977/crop-names
25
Module 2: Weed Identification
https://www.kaggle.com/vbookshelf/v2-plant-seedlings-dataset
Module 3: Pest Identification
https://www.kaggle.com/simranvolunesia/pest-dataset
Module 4: Cost Estimation
https://eands.dacnet.nic.in/Cost_of_Cultivation.htm
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Fig. 4.4.3. Cost of Cultivation details till 2028.

Fig. 4.4.4. Operational cost.

Fig. 4.4.5. Fixed cost.
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Fig. 4.4.6. Total cost.

Fig. 4.4.7. Cost A1.

Fig. 4.4.8. Cost A2.
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Fig. 4.4.9. Cost B1.

Fig. 4.4.10. Cost B2.

Fig. 4.4.11. Cost C1.
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Fig. 4.4.12. Cost C2.
Fig. 4.4.13. Cost C3.
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