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Abstract

In recent years, machine learning and deep learning have become popular methods for financial data analysis, including
financial textual data, numerical data, and graphical data. One of the most popular and complex deep learning in finance
topics is future stock prediction. The difficulty that causes the future stock forecast is that there are too many different factors
that affect the amplitude and frequency of the rise and fall of stocks at the same time. Some of the company-specific factors
that can affect the share price like news releases on earnings and profits, future estimated earnings, the announcement of
dividends, introduction of a new product or a product recall, secure a new large contract, employee layoffs, a major change of
management, anticipated takeover or merger, and accounting errors or scandals. Furthermore, these factors are only company
factors, and other factors affect the future trend of stocks, such as industry performance, investor sentiment, and economic
factors. This paper proposes a novel deep learning approach to predict future stock movement. The model employs a blending
ensemble learning method to combine two recurrent neural networks, followed by a fully connected neural network. In our
research, we use the S&P 500 Index as our test case. Our experiments show that our blending ensemble deep learning model
outperforms the best existing prediction model substantially using the same dataset, reducing the mean-squared error from
438.94 to 186.32, a 57.55% reduction, increasing precision rate by 40%, recall by 50%, F'1-score by 44.78%, and movement
direction accuracy by 33.34%, respectively. The purpose of this work is to explain our design philosophy and show that
ensemble deep learning technologies can truly predict future stock price trends more effectively and can better assist investors
in making the right investment decision than other traditional methods.

Keywords Stock prediction - Deep learning - Machine learning - Ensemble learning - Statistical finance

1 Introduction

Many factors may affect stock prices in various ways. The
stock prices change by market forces, which means the stock
price changes react to supply and demand in the stock mar-
ket. If more people want to buy a stock (demand) than sell
it (supply), then the price moves up. Similarly, if more peo-
ple want to sell a stock than buy it, there would be greater
supply than demand, and the price would fall. Stock sup-
ply and demand are affected by many things. Supply factors
include company share issues (e.g., releases new shares to
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the public), share buybacks (e.g., a company buys back its
own shares from investors to reduce supply) and sellers (e.g.,
the investors responsible for pushing shares back into the
market, increasing the supply). Demand factors include com-
pany news (e.g., a new product launch, missed targets, good
performance), economic factors (e.g., interest rate changes),
industry trends (e.g., a booming industry), market senti-
ment (could be psychological and subjective) and unexpected
events (e.g., natural disasters or the death of a government
leader). Normally, we can get these supply and demand fac-
tors from the financial news, companies’ newsletters or their
annual reports. For instance, when Apple announces a new
product, many people would like to purchase it, and its per-
formance usually would be better soon. Thus, more people
are interested in the Apple stock, and then, the Apple stock
demand increases, which will lead to a rise in the Apple
stock price. On the other hand, when COVID-19 spreads
around the world, many airlines cut their flights, and it is
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expected their performance would be bad in a short term.
Thus, more people want to sell airline stocks; then, the air-
line stock supply will rise, and their price will go down.
If the price goes up, the quantity demanded goes down (but
demand itself stays the same). If the price decreases, quantity
demanded increases. This is the Law of Demand. If the quan-
tity demanded decreases, the stock price probably would fall.
Also people’s sentiment or belief plays a role in determining
a stock price. Political situations or international affairs may
also affect stock prices. Hence, this is a complicated process
among the stock supply, demand, and prices. However, there
are a few primary factors that affect the stock supply and
demand like company news, company performance, indus-
try performance, investor sentiment (e.g., whether in bull or
bear market), and other major economic factors described in
[1]. If we focus on the major factors, and trace back the his-
torical stock prices, we may be able to predict future stock
prices quite accurately. People usually have a short memory
about stock factors. Hence, determining a suitable historical
window size is important to correctly predict stock prices. If
the window size is too large compared with human memory,
many factors or news are forgotten by investors and obsolete
already and the prediction will not be good. On the other
hand, if the window is too short compared with human mem-
ory, many news or sentiments outside the window are still
remain in people’s brain, the prediction will also be bad.
Hence, a wrong historical window size is detrimental to our
successful stock price predictions.

Stock price prediction is a series of continuous predictions
since the stock price is constantly changing to react to timely
news and announcements. Therefore, it is very challenging
for computer scientists to use artificial intelligence to predict
future stock movements because it is hard for a computer
to receive the latest information and respond immediately.
Computer scientists are currently not particularly successful
in stock price prediction for several reasons. Most of the pre-
vious works [2,3] often used either textual data like news,
twitter, or blogs or numerical data like stock price informa-
tion instead of using both textual information and statistical
information [4]. Since the stock price is related to many fac-
tors, only considering one or two factors is unable to provide
enough information to forecast the stock price trend. Includ-
ing as much relevant and useful information as possible will
guarantee a better prediction.

Furthermore, previous works [2,3] only use the tar-
get company’s information on the training model without
considering that the target company’s competitors or the
information of companies in related industries. These types
of information will also affect the target company’s stock
movement. Therefore, the result is not very satisfactory and
persuasive because the information provided is insufficient.
Moreover, some of the previous works, which used the tex-
tual information, did not consider time series. However, the
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timeline is a significant factor for stock price prediction. The
major contributions of this paper are: First, we employ senti-
mental analysis to get sentimental scores from different news
agencies. Second, we use two complementary modern deep
learning architectures to obtain predictions based on both
scores and historical data. Third, we utilize a fancy ensem-
ble neural network to fuse the decisions to further improve
prediction results. The major steps are as follows. This paper
proposes to use sentiment analysis to extract useful infor-
mation from multiple textual data sources and a blending
ensemble deep learning model to predict future stock move-
ment. The blending ensemble model contains two levels. The
first level contains two recurrent neural networks, one long-
short term memory network (LSTM) and one gated recurrent
units network (GRU), followed by a fully connected neural
network as the second level model. The RNNs, LSTM, and
GRU models can effectively capture the time series events
in the input data, and the fully connected neural network
is used to ensemble several individual prediction results to
further improve the prediction accuracy.

2 Related work

There are many related works in the stock prediction domain.
However, five previous works have a significant impact on
this research. In 2017, Nelson [5] proposed to use LSTM
networks with some technical analysis indicators to pre-
dict stock price compare with some baseline models like
support vector machines (SVM), random forest (RF), and
multi-layer perceptron (MLP). Their results have shown that
LSTM has considerable improvement in terms of accuracy
and offers fewer risks. One of the significant challenges of
using artificial intelligence to predict the stock trend with
news is the weight of news events in it and the extent to
which each news event affects the trend of stock. Hu [6] pro-
posed using a hybrid attention network (HAN) with three
principles, including sequential context-dependency, diverse
influence, and effective and efficient learning to reduce noises
for low-quality information and improve the impact on stocks
for high-quality events. Last year, Li [7] proposed a novel
approach to use differential privacy to robust the LSTM
model for stock prediction. The experimental results have
shown that using differential privacy can robust the LSTM
model and improve prediction results. The differential pri-
vacy inspired LSTM (DP-LSTM) approach inspired us to
attempt to use a different approach to predict stock move-
ments. In the paper “Deep Learning for Stock Prediction
Using Numerical and Textual Information” [4] is also dis-
cussed using textual and numerical data to predict future
stock price. The authors stated that converting newspaper
article’ titles into distributed representations via paragraph
vector and modeling the temporal effects of the past events



International Journal of Data Science and Analytics (2022) 13:139-149

141

on opening prices about multiple companies with LSTM
could increase stock price prediction accuracy. This previ-
ous work also suggests using numerical data and textual
data as primary sources to predict future stock prices with
LSTM. Leonardo Pinheiro and Mark Dras showed that they
explored RNNs with character-level language models using
pre-training for intraday and interday stock market forecast-
ing. Their technique is competitive with other state-of-the-art
approaches [8]. Our architecture leverages their successful
experiences and creates a new model to perform a better pre-
diction.

3 Preliminaries
3.1 Data source

The data used in this research were obtained from the paper
“DP-LSTM: Differential Privacy-inspired LSTM for Stock
Prediction Using Financial News” [7]. We taxonomize the
data into two categories: news and stock data; the news data
are obtained from CNBC.com, Reuters.com, WSJ.com, For-
tune.com, and dates range from December 2017 up to the
end of June 2018. CNBC is the world leader in business news
and has a real-time financial market coverage. Reuters is an
international news organization founded in October 1851;
it is one of the industry leaders for online information for
tax, accounting, and finance news. The Wall Street Journal
(WSJ) is one of the largest American business-focused news
organization based in New York City. Fortune is an Ameri-
can multinational business magazine. We consider these four
financial news data because these are the four most promi-
nent business news organizations and hence the quality of the
news there is exceptional. For the news data, only news arti-
cles from the financial domain were considered. Moreover,
Ding et. al. [9] advised that news titles can provide adequate
information to represent news articles and are more helpful
for prediction compared to the article’s contents. Besides,
the article’s content might add extra noises to the model that
might cause the model to have poor performance, and it is
also hard to accurately summarize the article’s content using
natural language processing (NLP). Hence, we only use the
title of the news to extract sentiment scores. The stock data
are the S&P 500 Index with the same date range as the news
data. The S&P 500 Index is a stock market index that mea-
sures the stock performance of the 500 largest publicly traded
companies in the USA. The S&P 500 is one of the best rep-
resentations of the US stock market. Since our experiment
uses news data and stock data to predict future stock mar-
ket movement and prices, we will only use adjusted closing
stock price as the target value. Adjusted closing price amends
a stock’s closing price to accurately reflect that stock’s value
after accounting for any corporate actions. It is considered to

be the true price of that stock and is often used when exam-
ining historical returns or performing a detailed analysis of
historical returns.

3.2 Data pre-processing

The news data are pre-processed with Aware Dictionary and
Sentiment Reasoner (VADER) to generate sentiment scores.
VADER is a lexicon and rule-based model for general sen-
timent analysis [10]. According to Kirlic’s research, there is
almost no difference between VADER and human decision
making [11]. In addition, VADER not only provides positive
and negative scores, but also gives us how positive or negative
the sentiment is. Many python libraries include a pre-trained
VADER model that makes it very convenient and efficient for
us to use. After pre-processing the news data, the VADER
will give a compound score; the compound score is a met-
ric that calculates the sum of all the lexicon ratings, which
has a normalized value between —1, which represents most
extreme negative, and +1, which represents most extreme
positive [7]. Of course, 0 means neutral news. For example,
if the news title is “The Price of the U.S. Dollar is Rising” and
its compound score is 0.64, it means this news title is pos-
itive, and the positivity weight is about 0.64. The opposite
example would be “The Price of the U.S. Dollar is Falling”
and if its compound score is —0.56, it means this news title
is negative, and the negativity weight is about —0.56.

During the pre-processing, all the null data are removed
from the dataset, and all news data and stock data are com-
bined together. Since the stock market only opens and closes
during the weekdays, therefore weekends are not included in
the dataset. Our dataset contains 121 trading days and a total
of six columns; the first column contains the date correspond-
ing to the news data and stock data in the next 5 columns.
The news data contain the WSJ news compound score, the
Reuters news compound score, the CBNC news compound
score, the Fortune news compound score, and the stock data
are the adjusted closing prices.

As shown in Fig. 1, we have split the data into three
parts: training data, validation data, and test data. The train-
ing data are those obtained from 12/07/2017 to 04/09/2018;
the validation data are those data between 04/10/2018 and
05/04/2018; the test data are from 05/07/2018 to 06/01/2018.
The training dataset is used to train the level O sub-models, the
validation dataset is used to prepare the level 1 model, and the
test dataset is used to evaluate our prediction performance.
The details of the model architecture will be discussed later
in Sect. 4.4.

Since we are dealing with time series forecasting, a rolling
window with fixed-size 10 is used to provide different time
steps. As shown in Fig. 2, we are using the past 10 days’
financial news from multiple sources and stock prices to pre-
dict the next day’s stock price. The rolling window data are
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Fig.1 Schematic diagram of the split dataset
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| Training input: 10 days Output: 1 day
12/08/2017 12/21/2017 12/22/2017

Fig.2 Schematic diagram of the time step window

historical stock prices, and then, we shift the rolling window
by one day and add the next actual stock price to the last date
of the rolling window to predict the next day’s stock price and
so forth. According to the length of the window, the training
data are divided into 83-time steps. The validation data are
divided into 9-time steps, and the test data are divided into 9
time steps.

Normalization is a rescaling of the data from the original
range; all scaled values are within the range between 0 and
1. Since the compound scores are numbers between —1 and
1, to avoid overfitting and improve accuracy, we rescaled the
adjusted closing stock prices between 0 and 1.

4 Methodology

Stock price prediction is classified in the time-series category
due to its unique characteristic, which means stock price pre-
diction is a continual prediction following the direction of
time. The most common techniques used for stock forecast-
ing are statistics algorithms and economics models. However,
the results coming out from there are not satisfactory because
statistical algorithms and economics models cannot capture
the stock movement’s patterns. In artificial intelligence, the
core techniques are pattern recognition using arithmetic cal-
culations and sequences. RNNs utilize their internal memory
to process variable-length sequences of input data, which
makes them well suited for time series forecasting [12]. In
particular, LSTM and GRU are the first choices because they
have used future stock predictions successfully before. How-
ever, previous research has found that for a single LSTM
network or GRU network, unless scrupulous parameter opti-
mization is performed, data trained with a specific dataset

are likely to perform poorly on completely different time-
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series datasets. After extensive research and experiments, we
have found that stack or combine multiple RNNs will pro-
vide a more accurate prediction compared to a single LSTM
network [13]. Therefore, we decide to deploy a blending
ensemble learning model that combines LSTM and GRU to
accomplish this difficult task. The main differences between
LSTM and the GRU are the exposure of memory content
inside the unit and how new information is processed by
each unit. For the LSTM unit, the amount of memory con-
tent that is seen controlled by the output gate (not all of the
content are exposed to other units; the output gate decides
what information will be used in the next LSTM unit). The
GRU unit exposes its full content to other units without any
control. When LSTM receives new content, these new con-
tents will be transported to the forget gate because the forget
gate decides what information will be throw away or be kept
before the computation process. However, the GRU does not
have the forget gate; instead, the GRU utilizes the update
gate to control the previous unit’s information flow when
computing the new candidate activation [14]. Even though
these two models are similar, the way they process data and
computation process steps are different. These differences
might have an impact on weights when dealing with stock
and news data. We have found that sometimes the LSTM
prediction is more close to the actual stock price during our
experiment, while other times the GRU prediction performs
better. As we know, some news contents may affect stock
more and longer than usual, and other contents may affect
stock in a short time. Due to its controlled exposure of the
memory content in LSTM, it can filter out a lot of news con-
tents. On the other hand, GRU can outperform LSTM both in
terms of convergence in CPU time and in terms of parameter
update and generalization [14]. Thus, both models have their
strengths and weaknesses, and in our design we hope to use
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Final Prediction

Fig. 3 Source:https://www.kdnuggets.com/2019/01/ensemble-lear
ning-5-main-approaches.html

both models with different parameters to complement each
other in order to achieve the best prediction results.

4.1 Ensemble learning techniques

The ensemble learning method combines decisions from
multiple sub-models to a new model and then to make the
final output to improve the prediction accuracy or the overall
performance (see Fig. 3). There are many different ensemble
learning models: Max Voting, Averaging, Weighted Average,
Stacking, Blending, Bagging, Boosting, Adaptive Boosting
(AdaBoost), Gradient Boosting Machine (GBM), eXtreme
Gradient Boosting (XGB), etc. [15]. Different ensemble
models have different characteristics and can be used to solve
different problems in various domains. A simple example to
describe the ensemble learning method is that compared with
an individual’s decision, a diverse group of people are more
likely to make a better decision. The same principle applies
to machine learning and deep learning models; a different
set of models are more likely to perform a better compari-
son to a single model [16] since each model has their own
strength and they can complement each other to overcome
their individual shortcomings.

4.2 Long short-term memory neural networks

Humans do not start their thinking from scratch every second.
They understand each word based on their understanding of
previous words. Hence, memory is important in recognition,
and traditional neural networks do not have this memory
capability. The long short-term memory (LSTM) is a spe-
cial kind of recurrent neural network originally proposed
by Hochreiter and Schmidhuber in 1997 [17]. LSTM con-
tains some memory cells and can solve many time series
tasks unsolvable by feed-forward networks or other machine
learning models [18]. LSTM is very suitable and particu-
larly successful in the time-series domain because LSTM can
store important past information into the cell state and for-
get the unimportant information. LSTM has three gates that
complete these complex tasks by adjusting input and stored
information in the cell state. The first gate is the forget gate
layer, which decides what information the unit will eliminate

from the cell state. The forget gate equation is defined as:
Jfr = o (Wr - [he—1, x:] + by) (1

where f; represents the forget gate at the time step 7; o rep-
resents a sigmoid function; Wi represents the weights for the
forget neurons; h,_; represents the output of the previous
cell state at time step + — 1; x; represents the input value at
current time step; by represents the biases for the forget gates.

There are two steps when LSTM decides what new infor-
mation the unit will store in the cell state. The first step is
the input gate layer, which determines which values will be
updated. The second step is the tanh layer, which generates a
new value-added to the present cell state. The equations are
defined as:

i; = U(Wi . [ht—l, x] + bi) (2)
C, = tanh(W¢ - [h,—1, x,] + bc) 3)

where i, represents the input gate at the time step #; W; rep-
resents the weights for the input neurons; C, represents the
candidate for the cell state at time step ¢; b; and bc repre-
sents the bias for the respective gates. The last gate is the
output gate layer, which determines what information will
be output. The output gate equation is defined as:

0 =0 W -[h—1, x:] + bo) 4

where o, represents the output gate at the time step ¢; W, rep-
resents the weights for the output neurons; and b,, represents
the biases for the output gates [17].

We implemented an LSTM which uses the past 10 days
as the time window, and input data include adjusted closing
stock price, four news sentiment compound scores to predict
the next day’s adjusted closing stock price. The details of the
LSTM structures will be discussed in Sect. 4.4.

4.3 Gated recurrent unit neural networks

A gated recurrent unit (GRU) was deployed and proposed
by Cho et al. in 2014 [19] to solve the vanishing gradient
problem of the traditional RNN by using an update gate and
a reset gate. GRU is also a special kind of recurrent neu-
ral network that is very similar to LSTM; GRU has gating
units that regulate the flow of information inside the unit.
However, GRU does not have a separate memory cell, and
that is one of the main differences between GRU and LSTM.
The performance of the LSTM and GRU is equally matched
in different test environments [14]. However, GRU is com-
putationally more efficient because GRU does not have to
use a memory unit. Besides, GRU is more suitable and per-
forms better when dealing with small datasets. The GRU’s
update gate decides how much of the past information needs
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to update before passing to the next step. The update gate
equation is defined as:

2zt =0(Wx, + U h;—) (5)

where z; represents the update gate at time step ¢; W< repre-
sents the weights for the update gate; x; represents the input
at time step ¢; h,_1 represents the holding values for the pre-
vious ¢ — 1 units; and U* represents the weights for the /;_1.

The second principal component of the GRU is the reset
gate. The reset gate decides how much of the past information
needs to forget. The reset gate equation is defined as:

ry = J(Wrx, + Urht_l) (6)

where r; represents the reset gate at time step #; W’ represents
the weights for the reset gate; GRU can store and filter the
information by utilizing the update gates and reset gates.
The update and reset gates effectively eliminate the RNN
vanishing gradient problem; they store relevant information
in the memory cell and pass the values down to the next time
steps of the network.

4.4 Architecture overview

The concept of ensemble learning is to use different types
of machine learning and deep learning models combined to
make predictions or classifications. We deploy an ensemble
model called the blending ensemble model; the overview of
the architecture is shown in Fig. 4.

We have tested many different configuration combinations
during our experiments. Based on our empirical experi-
ences, we choose our parameters such as epoch size, number
of neurons, and number of layers. The blending ensemble
model has two levels: the first level contains two RNNs; sub-
model 1 is the LSTM, and sub-model 2 is the GRU model.
We already divided the dataset into three parts: training
data (from 12/07/2017 to 04/09/2018), validation data (from
04/10/2018 to 05/04/2018), and test data (from 05/07/2018
to 06/01/2018). Each dataset is essential to train the blend-
ing ensemble model. The training data are used to train level
1 sub-models: the LSTM model and the GRU model. After
the first-phase training, we use the trained level 1 models to
make predictions on the validation data, which is basically
the level 2 model’s training data. And the test data are used
to make the final prediction and accuracy calculation.

@ Springer

First, we use the training data to train the sub-model 1:
LSTM model. This LSTM model has only four layers, and
each layer contains 50 neurons. We add 0.2 drops out for each
hidden layer and train the model with 100 epochs. After we
train the LSTM model, we input the validation dataset into
the LSTM to make the first prediction with the validation
dataset. The first prediction that the LSTM made using the
validation is called LSTM validation predictions.

Secondly, we train the sub-model 2: the GRU model. The
GRU model we build also contains four layers, and each
layer has 50 neurons. We also add 0.2 drops out for each hid-
den layer and train the model with 100 epochs. The training
process for the GRU model is the same as the LSTM. We
input the training dataset into the GRU, and after we obtain
a trained GRU model, we will input the validation dataset to
make the GRU validation predictions.

Once the LSTM validation prediction and GRU validation
prediction are obtained, we combine them into a new training
dataset in the form of p x m (p represents number of predic-
tions and m represents number of models). This new training
data will pass to the second level to train the meta-learner.
The meta-learner is also called the second-level model. The
meta-learner is a fully connected neural network with three
layers; the activation function for this model is the rectified
linear unit (ReLu). After the meta-learner is trained, the test
dataset will be input into the sub-models again to produce
intermediate test data for the meta-learner. Afterward, the
meta-learner will use the intermediate test predictions from
the sub-models to make the final predictions.

5 Evaluation metrics

During the experiments, we mainly use four different eval-
uation metrics: mean square error (MSE), confusion matrix,
mean prediction accuracy (MPA) and movement direction
accuracy (MDA) to evaluate the blending ensemble model.
The MSE is arisk function that measures the average squared
difference between the predicted values and the actual value.
The MSE is defined as:

1 ¢ -
MSE =~ % (yi =5’ @

i=1

where n is the number of predictions, y; is the vector of
observed values of the variable being predicted, with y; being
the predicted values.

The confusion matrix is usually used in statistical classi-
fication, also known as the error matrix. As shown in Fig. 5,
the confusion matrix is a unique table layout used to visual-
ize the performance of an algorithm, classification scheme,
or prediction model on a set of data where the actual val-
ues are known. The confusion matrix has different equations
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Fig.5 Confusion table

to measure the performance of the model. In this paper, we
will use the precision, recall, and F1-score to evaluate the
blending ensemble model. Precision indicates how precise
the model is out of the positive predictions by calculating
how many predicted positive is actually positive. The preci-
sion is defined as:

.. TP
Precision = —— ®)
TP + FP

where TP represents the observation is positive, and the
prediction is also positive. FP represents the observation is
positive, and the prediction is negative.

The recall is defined as

TP
Recall = —— 9)
TP 4+ FN

where FN represents the observation is positive, but the pre-
diction is negative. Recall calculates the ratio of the actual
positives the model captures through labeling it as positive.
The recall score indicates what percentage of the class is
correctly recognized.

The Fl-score is the combination of the recall and pre-
cision. F'1-score uses the harmonic mean of precision and
recall to compute the accuracy of the model where the score
reaches its best value at 1 and worst at 0.

F1-score evaluation equation:

-1

Recall~! + Precision™!
F1—score =

2
(Precision * Recall)
*
(Precision + Recall)

(10)

It penalizes the extreme values, which make it a better
evaluation metric when dealing with imbalanced datasets. It
also gives a better measure of the incorrectly classified cases
than other metrics.

The next evaluation metric is the mean prediction accuracy
(MPA) which is defined as:

1 L ‘Xt,l—Xt,l

MPA, =1 — —
S

(11

where X represents the actual stock price, X represents the
predicted stock price, ! represents the /-th stock, and ¢ repre-
sents the day [7].

Finally, the movement direction accuracy (MDA) evalu-
ates the percentage of correct prediction of stock movement
directions (positive or negative) during the whole process.
Movement direction accuracy (MDA) equation is define as:

Number of Correct Movement Predictions
MDA = — . (12)
Total Number of Movement Predictions

6 Experimental results

During the experiments, we use the predicted stock price to
compare with the actual stock price and calculate the MSE
and MPA values. We then use the predicted values to calcu-
late the price fluctuation of the stock on the forecast day; if
the predicted stock price increases, the output is 1, and if the
predicted stock price decreases, the output is 0. These results
will be used for the confusion matrix to calculate various
measurements defined above. We first compare the blend-
ing ensemble model with the LSTM model, which is the
previous work widely used in the stock prediction domain,
and then, we compare with another previous work called the
DP-LSTM model. Based on the reported results in [7], the
MSE is 198.75. However, we found an error in their code
and after running the correct code, the actual MSE is 330.97.
In the following comparisons, we will use the values from
our experiments with the correct code. To further evaluate
the blending ensemble model, we also deploy a GRU model
that is very similar to the sub-model 2 that we were building
as a test model. In addition, we also recorded the averaging
ensemble model and weighted average ensemble model pre-
diction results to contrast with the blending ensemble model.

As shown in Table 1, the blending ensemble model out-
performs all other models in every category. The blending
ensemble model has significant improvement in the MSE,
precision, recall, and F'1-score evaluation categories. The
MPA results are very similar; the blending ensemble model
increased by 0.36% compared with LSTM, increased 0.17%
compared with DP-LSTM and increased by 0.08% compared
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Table 1 Evaluation results

Evaluation metrics LSTM DP-LSTM GRU Averaging ensemble Weighted average ensemble Blending ensemble
MSE 438.94 330.97 249.34 231.16 229.52 186.32
MPA 99.29% 99.48% 99.57% 99.57% 99.57% 99.65 %
Precision 25% 20% 40% 25% 40% 60%
Recall 25% 25% 50% 25% 50% 75%
F1-score 25% 22.22% 44.44% 25% 44.44% 66.67 %
MDA 33.33% 22.22% 44.44% 33.33% 33.33% 66.67 %
100
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g ®
20 = 50.00 50.00
©
o
100 m 40
25.00 25.00 25.00
° LSTM GRU Models 0
Fig. 6 MSE comparison: AE represents averaging ensemble, WAE
represents weighted average ensemble, and BE stands for blending 0 ST PLSTH J 5 VIAE -
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Fig.8 Recall comparison
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Fig.7 Precision comparison

with GRU, averaging, weighted average ensemble models.
As the results have been shown in the above table, the blend-
ing ensemble model improves the results in every evaluation
metric compared with previous work and the test models.

As shown in Fig. 6, the blending ensemble model reduces
MSE from 438.94 to 186.32, up to 57.55% reduction
compared with baseline LSTM. When compared with the
DP-LSTM model, the MSE reduces about 43.7% and reduces
MSE by 25.27% compared with the test GRU model. The
averaging ensemble and weighted average ensemble MSE
results are very close. The blending ensemble model reduced
the MSE around about 20% compared with the averaging
ensemble and weighted average ensemble model.

@ Springer
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Fig.9 F'l-score comparison

In terms of precision (see Fig. 7), the blending ensem-
ble model increased the accuracy percentage of at least 20%
compared with GRU and weighted average ensemble model
and up to 40% when compared with the DP-LSTM model.

In terms of recall (see Fig. 8), the blending ensem-
ble model increases the accuracy by 50% compared with
the LSTM, DP-LSTM and averaging ensemble model, and
increases accuracy percentage by 25% compared with the
test GRU and weighted average ensemble model.

In F1-score comparison (see Fig. 9), the blending ensem-
ble model also significantly improved accuracy percentage.
The blending ensemble model increased the accuracy per-



International Journal of Data Science and Analytics (2022) 13:139-149

147

100

MDA

&

5

0

LSTM DP-LSTM GRU

Fig. 10 MDA comparison

centage by 44.78% compared with DP-LSTM, 42% com-
pared with LSTM and averaging ensemble model, and
22.56% compared with GRU and weighted average ensemble
model.

Moreover, we also use the stock price fluctuation (positive
or negative movement directions) to calculate the movement
direction accuracy MDA of all the models in predicting future
stock movement directions (see Fig. 10).

On the test dataset predictions, the LSTM, averaging
ensemble, and weighted average ensemble model movement
accuracy are around 33.33%; DP-LSTM prediction aver-
age movement accuracy is around 22.22%. The GRU model
prediction average movement accuracy is around 44.44%,
and the blending ensemble model achieves approximately
66.67% movement accuracy.

InFig. 11, the plot showed the entire data included training
data, validation data, and testing data. As we can see, the stock
price is very unsteady, and the stock’s float is very large.
However, we can see the prediction results of the blending
ensemble model are more closer to the actual stock, and the
pattern of the prediction line is more identical to the actual
stock. Our experimental results clearly give us the insight
that ensemble deep learning with more different data sources
handled by different neural network architectures can predict
results more accurately in general.

7 Conclusion

This paper proposes a novel deep learning architecture to
predict stock prices by combining multiple recurrent neural
networks to form a blending ensemble learning model. The
blending ensemble model captures the changes in time series
influence on the stock price. To evaluate the effectiveness
of the method, we have conducted experiments on different
recurrent neural network models and set up the same environ-
ment and configures to compare with the blending ensemble
model. Several evaluation metrics like MSE, MPA, precision,

recall, F'1-score and MDA are used to evaluate the perfor-
mance of the blending ensemble model. Our experimental
results show clearly that the blending ensemble model out-
performs all previous methods in every category. According
to one of the global tech news organizations such as Nikola
NEWS, if a machine learning or deep learning model can
reach 60% accuracy on predicting stock movement direc-
tions, it can deliver solid returns [20]. Our model can reach up
to 67% in MDA on the hold-out test dataset, which strongly
suggests that using deep learning models to analyze and
predict future stock price or movement direction can be a
valuable source to stock investment companies and individ-
ual investors. For other performance metrics, the blending
ensemble model achieves up to 57.55% improvement in
MSE; in predicting the future direction of the stock market,
the blending ensemble model improves precision accuracy
by 40%, recall accuracy percentage by 50%, and F1-score
by 44.78%, and movement direction accuracy by 33.34%,
compared with the best results in the literature. These results
demonstrate that our novel blend multiple different recur-
rent neural networks can significantly improve the previous
best model’s robustness and prediction results. The proposed
model is different from the existing model in that most of the
existing models use a single neural network to predict the
stock price. However, the stock price is very volatile and has
many factors that can affect the stock price. It is difficult
for a single model to predict future price trends accurately
because a single model often cannot learn all characteristics
of the data. The significant contribution of this paper is the
proposed model, which uses multiple models to complement
each other, and different models can learn different charac-
ters of the data, which can also reduce noise. Moreover, our
findings open doors for more sophisticated ensemble deep
learning models and using more complex data sources for
stock prediction in the future. It is our hope that these new
models will truly better assist stock investors in making the
correct decision in a real-world situation.

8 Future research

We believe that there is a lot of improvement space over the
current blending ensemble model and input data sources. We
may use many different ways to improve our current work.
Below are possible future research directions.

1. There is a good chance that the current results could be
improved by fine-tuning the hyperparameters, increasing
the size of the training dataset, and considering other data
sources such as the 10-K annual report.

2. Understanding the mechanisms of our prediction can pro-
vide more insights into our prediction results. We plan to
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Fig. 11 Prediction result of the blending ensemble learning model compared with LSTM, DP-LSTM, GRU test model, averaging ensemble, and

weighted average ensemble model

understand our prediction better through rule generation
[21] and use other machine learning technologies such
as Clustering SVM [22] and Clustering Deep Learning
[23] to improve our results.

. We also plan to expand the current model by adding

Although our study is preliminary, it is a good start for more
interdisciplinary research in this exciting area.

Acknowledgements The authors would like to thank Yinchuan Li for
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Sean Cao for his helpful comments.

LSTM with attention and possibly combining more mod-
els to mining different data sources to achieve better
prediction results. Especially in level 1, we may employ
more parallel models to complement each other.

4. We would like to deploy a reinforcement learning model
as the second-level model to explore the area of stock
market prediction further. Reinforcement learning is
believed to get an optimal policy for a specific problem
so that the reward or profit obtained under this strategy
could be a better choice. The policy is actually a series
of actions that are basically sequential data [24].

5. Also, fuzzy logic systems have been used in many appli-
cations, such as wireless network routing [25]. We will
introduce fuzzy deep learning into our learning and pre-
diction models in the future [26] since many news items
are fuzzy in terms of their positive or negative impacts.

6. We may also dynamically change the historical window
size based on the type of news. Some news has long-
lasting impact such as housing costs, while others live a
very short life such as a sudden disaster. We even can have
different window sizes for different news types. Studying
which news type has a long-term effect and how long it
lasts is probably more a psychological study than a com-
puter science problem. But combining these discoveries
in psychology, economy and political science may help
our prediction do a better job.

As artificial intelligence becomes more powerful, com-
puter scientists are also constantly developing new models to
analyze and predict the stock market, hoping to provide more
reliable and more precise stock information to investors.

@ Springer
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